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ABSTRACT
This paper reports on the second GENEA Challenge to benchmark
data-driven automatic co-speech gesture generation. Participating
teams used the same speech and motion dataset to build gesture-
generation systems. Motion generated by all these systems was
rendered to video using a standardised visualisation pipeline and
evaluated in several large, crowdsourced user studies. Unlike when
comparing different research papers, differences in results are here
only due to differences between methods, enabling direct compari-
son between systems. This year’s dataset was based on 18 hours
of full-body motion capture, including fingers, of different persons
engaging in dyadic conversation. Ten teams participated in the
challenge across two tiers: full-body and upper-body gesticulation.
For each tier we evaluated both the human-likeness of the gesture
motion and its appropriateness for the specific speech signal. Our
evaluations decouple human-likeness from gesture appropriateness,
which previously was a major challenge in the field.

The evaluation results are a revolution, and a revelation. Some
synthetic conditions are rated as significantly more human-like
than human motion capture. To the best of our knowledge, this has
never been shown before on a high-fidelity avatar. On the other
hand, all synthetic motion is found to be vastly less appropriate for
the speech than the original motion-capture recordings.
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1 INTRODUCTION
This paper is concerned with systems for automatic generation
of nonverbal behaviour, and how these can be compared in a fair
and systematic way in order to advance the state-of-the-art. This
is of importance as nonverbal behaviour plays a key role in con-
veying a message in human communication [40]. A large part of
nonverbal behaviour consists of so called co-speech gestures, spon-
taneous hand and body gestures that relate closely to the content
of the speech [4], and that have been shown to improve under-
standing [20]. Embodied conversational agents (ECAs) benefit from
gesticulation, as it improves interaction with social robots [45] and
willingness to cooperate with an ECA [44].

Synthetic gestures used to be based on rule-based systems, e.g.,
[10, 46]; see [52] for a review. These are gradually being supplanted
by data-driven approaches, e.g., [5, 13, 33, 36], with recent work
[1, 31, 59, 60] showing improvements in gesticulation production for
ECAs. However, results from different gesture-generation studies
are typically not directly comparable [56]. Studies usually rely on
different data sources to train their models. The visualisations of
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their generated gestures often have different avatars and production
values, which can affect the perception of the gestures. On top of
this, studies make use of a variety of different methodologies to
evaluate the gestures. All these differences are, however, external
to the actual methods that drive the gesture generation.

In this paper, we report on the GENEA Challenge 2022, the sec-
ond joint gesture-generation challenge. (GENEA stands for “Gen-
eration and Evaluation of Non-verbal Behaviour for Embodied
Agents”.) The aim of the challenge is not to select the best team
– it is not a contest, nor a competition – but to be able to directly
compare different approaches and outcomes. By providing a com-
mon dataset for building gesture-generation systems, along with
common evaluation standards and a shared visualisation procedure,
we control for all other sources of variation except the system build-
ing itself. This makes it possible to assess and advance the state
of the art in gesture generation, and to measure the gap between
it and natural co-speech gestures. Comparing different methods
and their performance also helps identify what matters most in
gesture generation, and where the bottlenecks are. In particular,
this year’s results make it abundantly clear that natural-looking
data-driven gesture motion is achievable today, but that synthetic
gestures are much less appropriate for the accompanying speech
than the ground-truth motion is. Our concrete contributions are:

(1) Four large-scale user studies that jointly evaluate a large
number of gesture-generation models on a common dataset
using a common 3D model and rendering method.

(2) Demonstrating a new method for subjective assessment of
gesture appropriateness for speech, that successfully controls
for the human-likeness of the motion.

(3) To the best of our knowledge, the first results that identify
synthetic gesture motion that surpasses the human-likeness
of good motion capture data on a high-fidelity avatar.

(4) The first clear evidence that synthetic gestures are much less
appropriate for the specific speech than natural motion is,
even when controlling for the human-likeness of the motion.

(5) Providing open code and high-quality, to facilitate repro-
ducibility and enable future research to compare and bench-
mark against systems from the challenge.

(6) Bringing researchers together in order to advance the state-
of-the-art in gesture generation.

The remainder of this paper first briefly discusses current gesture-
evaluation practices and how challenges can help. We then describe
this year’s challenge data, setup, evaluation, and results, as well as
implications of our findings. Additional material is available via the
project website at youngwoo-yoon.github.io/GENEAchallenge2022/.

2 RELATEDWORK
Most previous work proposing new gesture-generation methods
incorporates an evaluation to support the merits of their method.
Human gesture perception is highly subjective, and there are cur-
rently no widely accepted objective measures of gesture perception,
so many publications have conducted human assessments instead.
However, previous subjective evaluations have several drawbacks,
as reviewed in [56]. Some major issues are the coverage of systems
being compared and the scale of the studies. This creates an insu-
lar landscape where particular model families only are applied to

particular datasets, and never contrasted against one another. Eval-
uations also sometimes fail to anchor system performance against
natural (“ground truth”) motion from test data held out from train-
ing. Studies also differ in how the motion is visualised, where some
prior work displays motion through stick figures, or applies it to a
physical agent. Neither of these may allow the same expressiveness
or range of motion as a high-quality 3D-rendered avatar.

Other fields have done well using challenges to standardise eval-
uation techniques, establish benchmarks, and track and evolve the
state of the art. For example, the Blizzard Challenges have since
their inception in 2005 (see [7]) helped advance our sister field of
text-to-speech (TTS) technology and identified important trends in
the specific strengths and weaknesses in different speech-synthesis
paradigms [27]. Data, evaluation stimuli, and subjective ratings
remain available after these challenges, and have been widely used
both for benchmarking subsequent TTS systems, e.g., [12, 49], and
in research on the perception of natural and artificial speech, e.g.,
[17, 41, 42, 47, 62].

In 2020 we organised the first gesture-generation challenge,
the GENEA Challenge 2020 [32]. In addition to being an exercise
in benchmarking both new [29, 38, 50] and previously-published
[1, 30, 60] gesture-generation methods, the results of that challenge
have since helped improve gesture-generation benchmarking in
other ways as well. Researchers have, for example, used the 2020
visualisation [53], and the objective [6] and subjective [61] evalua-
tion methodologies, as a basis for future research. The data has also
been used to benchmark subsequent gesture-generation models
[15, 58], and even for automatic quality assessment [19]. In this
paper, we follow up on the 2020 challenge by reporting on the
second gesture-generation challenge, the GENEA Challenge 2022.

3 TASK AND DATA
The GENEA Challenge 2022 focused on data-driven automatic co-
speech gesture generation. Specifically, given a sequence 𝒔 of input
features that describe human speech – which could involve any
combination of an audio waveform, a time-aligned text transcrip-
tion, and a speaker ID – the task is to generate a corresponding
sequence �̂� of 3D poses describing gesture motion that an agent
might perform while uttering this speech (facial expression is not
considered). This is the same basic task as in the 2020 challenge,
while at the same time we changed the dataset (as described below)
and refined the evaluation (as detailed in Section 5).

Compared to 2020, we wanted to expand the dataset to include
finger motion, lower-body motion, and material from multiple
speakers in dyadic interactions. We therefore based our new chal-
lenge on the Talking With Hands 16.2M gesture dataset [35], which
comprises 50 hours of audio (close-talkingmicrophones) andmotion-
capture recordings of several pairs of people having a conversation
freely on a variety of topics, recorded in distinct takes each about 10
minutes long. This is one of the largest datasets of parallel speech
and 3D motion (in joint-angle space) publicly available in the Eng-
lish language. We removed parts of the dataset (46 out of 116 takes)
that lacked audio or had low motion-capture quality, especially
for the fingers. Note that despite the dataset being dyadic by de-
sign, this year’s challenge focused on generating one side of the
conversation, without awareness of the interaction partner.

https://youngwoo-yoon.github.io/GENEAchallenge2022/
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Speech data was shared with participants as WAV audio with
no additional processing beyond the anonymisation applied by
[35], which replaced many proper nouns with silence. We also
provided text transcriptions of the speech, in tab-separated value
(TSV) files, and a metadata file with unique anonymous labels for
each speaker. The TSV files were created by first applying Google
Cloud automatic speech recognition, followed by thorough manual
review to correct recognition errors and add punctuation for all
parts of the dataset (training, validation, and test).

Motion data was downsampled to 30 frames per second and
further transformed in two ways. Firstly, we updated the default
skeletal definition relative to which all motion data is defined, from
what appeared to be a contorted and arbitrary definition, to a stan-
dard “T-pose”. The data was recomputed to match this pose using
motion re-targeting inside MotionBuilder, retaining as much of the
original visual quality as possible, whilst ensuring that the data had
no discontinuities (e.g., at rotations near 180◦). We found that this
transformation substantially improved the output of the baseline
system UBA in Section 4.2. Secondly, we standardised the position
and orientation of speakers in all takes. Originally, each take would
have the two speakers occupy two locations and face each other.
We standardised this on a per-take basis such that all speakers, on
average, face the same direction, and occupy the same location. This
change was made to streamline data visualisation and to remove po-
tential confusion due to different positions and orientations across
different takes. Motion data was shared with participants in the
Biovision hierarchy (BVH) format.

The challenge data was split into a training set (18 h), a vali-
dation set (40 min), and a test set (40 min), with only the train-
ing and validation sets initially shared with the teams. All these
data subsets are publicly available via the Zenodo data release
at doi.org/10.5281/zenodo.6998230. The validation and test data
each comprised 40 chunks (contiguous excerpts approximately one
minute long), to promote generation methods that are stable over
long segments of speech, and was restricted to recordings (“takes”
in the nomenclature of [35]) with finger motion tracking for the
chosen speaker. The validation datawas intended for internal bench-
marking during development, so participants were allowed to train
their final submitted models on both training and validation data if
they wished.

Teams were allowed to only train on a subset of the data and
were allowed to enhance the data they trained on however they
liked. They were also allowed to make use of additional speech
data (audio and text) from other sources, and models derived from
such data, e.g., BERT [14] and Wav2Vec [2]. However, it was not
permitted to use any other motion data, nor any pre-trained motion
models, other than what we provided for the challenge.

4 SETUP AND PARTICIPATION
The challenge began on May 16, 2022, when speech-motion train-
ing data was released to participating teams. Test inputs (WAV,
TSV, and speaker ID, but no motion output) were released to the
teams on June 20, with teams required to submit BVH files with
their generated gesture motion for these inputs by June 27. Manual
tweaking of test inputs or the output motion was not allowed, since
the idea was to evaluate synthesis performance in an unattended

setting. As a precondition for participating in the evaluation, teams
agreed to submit a companion paper describing their system for
review and possible publication at ACM ICMI.

4.1 Tiers
This year’s challenge evaluation was divided into two tiers, one for
full-body motion and one for upper-body motion only. Teams could
enter motion into either tier, or into both, but could only make one
submission per tier. Teams that entered into both tiers were allowed
to submit different motion (BVH files) to each tier, if they wished.
Both tiers used the same training data but differed in which parts
of the avatar that were allowed to move, and in the camera angle
used for the video stimuli in the evaluation, as follows:
Full-body tier In this tier, the entire virtual character was free

to move, including moving around in space relative to the
fixed camera. Motion was visualised from an angle facing
the character that showed most of the legs, but not where
the feet touched the ground. This perspective was chosen to
show as much as possible of the character, whilst obscuring
foot penetration or foot sliding artefacts from view, since
these artefacts arguably do not relate to co-speech gestures.
For an example of this camera perspective, see Figure 1a.

Upper-body tier In this tier, the virtual character used a fixed
position and a fixed pose from the hips down, with only
the upper body free to move. Motion was visualised from a
camera angle facing the character, cropped slightly below
the hips, such that the hands always should remain in view.
Any motion of the lower-body joints in submitted BVH files
was ignored by the visualisation. This camera perspective is
shown in Figure 1b.

4.2 Baselines and participating teams
The challenge evaluation featured three types of motion sources:
natural motion capture from the speakers in the database, baseline
systems based on open code, and submissions by teams partici-
pating in the challenge. We call each source of motion in a tier a
condition (not a “system”, since not all conditions represent motion
synthesised by an artificial system). Each condition was assigned
a unique three-letter label or condition ID, where the first char-
acter signifies the tier, with F for the full-body tier and U for the
upper-body tier.

Natural motion was labelled FNA in the full-body tier and UNA
in the upper-body tier (NA for “natural”). These conditions can
be seen as a top line, and surpassing their performance essentially
means outperforming the dataset itself, subject to limitations due
to the motion capture and visualisation.

The natural top line can be contrasted against the two base-
line systems included in the challenge, which represent previously
published gesture-generation approaches with free and open code,
adapted to run on the 2022 challenge training data. These two
baselines were:
Text-based baseline (FBT/UBT) This motion was generated by

the gesture-synthesis approach from [60] (which takes text
transcriptions with word-level timestamps as the input) but
adapted to joint rotations as described in [32]. Motion from
this baseline used a fixed lower body but was included in

https://cloud.google.com/speech-to-text/
https://cloud.google.com/speech-to-text/
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Table 1: Conditions participating in the evaluation. Teams are ordered alphabetically. The following non-standard abbreviations
were used: AR for “Auto-regression”, SA for “Neural self-attention” (e.g., Transformers), GANs for “Generative adversarial
networks or adversarial loss terms”, and MM for “Motion matching”, Frame-wise for “Generating output frame-by-frame”,
Stoch. output for “Stochastic output”, and Smoothed for “Smoothing was applied”.

Baseline or team name Inputs used Techniques used Frame- Stoch. Smoo
Aud. Text Sp. ID AR RNNs SA VAEs Other wise output thed

Audio-only baseline [30] ✓ ✓ ✓ ✓

Text-only baseline [60] ✓ ✓ ✓ ✓ ✓

DeepMotion [39] ✓ ✓ ✓ ✓ ✓ CNNs ✓ ✓

DSI [43] ✓ ✓ ✓ ✓

FineMotion [28] ✓ ✓ ✓ ✓ ✓ ✓

Forgerons [16] ✓ ✓ ✓ ✓ ✓ ✓

GestureMaster [63] ✓ ✓ ✓ Hand-crafted rules, MM ✓

IVI Lab [11] ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Murple AI lab No paper submitted
ReprGesture [57] ✓ ✓ ✓ ✓ ✓ ✓ ✓ CNNs, GANs ✓

TransGesture [26] ✓ ✓ ✓ ✓ ✓

UEA Digital Humans [54] ✓ ✓ ✓ ✓ ✓

both tiers, as conditions FBT and UBT (B for “baseline” and
T for “text”). The code is available at github.com/youngwoo-
yoon/Co-Speech_Gesture_Generation/.

Audio-based baseline (UBA) This motion was generated by the
Audio2Repr2Pose motion-synthesis approach [30], which
only takes speech audio into account when generating out-
put, adapted to joint rotations as described in [32]. Motion
from this baseline was only included in the upper-body tier,
as condition UBA (A for “audio”). Code is available in the
challenge GitHub repository at github.com/genea-workshop.

These are the same baselines as in the GENEA Challenge 2020.
They were included to track the progress of the field and to provide
continuity between different years of the challenge.

Separate from top lines and baselines, a total of 10 teams partici-
pated in the GENEA evaluation, with 8 entries (a.k.a. submissions) to
the full-body tier and 8 entries to the upper-body tier. Submissions
were labelled with the prefix FS and US (S for “submission”) depend-
ing on the tier, followed by a single character to distinguish between
different submissions in the same tier. In particular, challenge en-
tries to the full-body tier were labelled FSA–FSI, and entries to
the upper-body tier were labelled USJ–USQ. Condition FSE was
withdrawn before the evaluation. These labels are anonymous and
have no relationship to team names or identities, but teams are free
to reveal their label(s) if they wish.

Table 1 lists the baselines and participating teams, with basic
information about their approach and references to their system-
description papers. One team lacks information, since they did not
submit a paper for review.

5 EVALUATION
We conducted a large-scale, crowdsourced, joint evaluation of ges-
ture motion from the 10 full-body conditions and 11 upper-body
conditions using a within-subject design (i.e., every rater evaluated
all conditions in each tier). For each tier, two orthogonal aspects of
the generated gestures were evaluated:

Human-likeness Whether the motion of the virtual character
looks like the motion of a real human, controlling for the
effect of the speech. We sometimes use “motion quality” as
a synonym for this.

Appropriateness (a.k.a. “specificity”) Whether the motion of the
virtual character is appropriate for the given speech, control-
ling for the human-likeness of the motion.

5.1 Stimuli
From the 40 test-set chunks we selected 48 short segments of test
speech and corresponding test motion to be used in the subjective
evaluations, based on the following criteria: i) Segments should
be around 8 to 10 seconds long. ii) The character should only be
speaking, not passively listening, in the segments. (No turn-taking,
but backchannels from the interlocutor were OK.) iii) Segments
should not contain any parts where Lee et al. had replaced the
speech by silence for anonymisation. iv) Segments should be more
or less complete phrases, starting at the start of a word and ending
at the end of a word, and not end on a “cliffhanger”. v) Finally,
recorded motion capture in the segments (i.e., the FNA motion)
should not contain any significant artefacts such as whole-body
vibration or hands flicking open and closed due to poor finger
tracking. This does not imply that the motion capture is perfect or
completely natural, just that the level of finger-tracking quality in
the stimuli was consistent with the better parts of the source data.

The 48 segments selected in this way were between 5.6 and
12.1 seconds in duration and on average 9.5 seconds long. Audio
was loudness normalised following EBU R128 [51] to achieve a
consistent listening volume in the user studies.

We used the same virtual avatar for all all videos rendered during
the challenge and the evaluation. The avatar can be seen in Figure
1. The avatar originally had 56 joints (full body including fingers)
and was designed to be gender neutral and omit eyes or mouth, to
help evaluators focus on the rest of the body instead. All teams had
access to the official visualisation and rendering pipeline during
the system-building phase, in the form of code, a portable Docker

https://github.com/youngwoo-yoon/Co-Speech_Gesture_Generation/
https://github.com/youngwoo-yoon/Co-Speech_Gesture_Generation/
https://github.com/genea-workshop/Speech_driven_gesture_generation_with_autoencoder/tree/GENEA_2022/


The GENEA Challenge 2022 ICMI ’22, November 7–11, 2022, Bengaluru, India

(a) Human-likeness interface (HEMVIP) and full-body video (b) Appropriateness interface and upper-body videos

Figure 1: Screenshots of the evaluation interfaces used in the studies, also showing the camera perspectives used by the tiers.

container, as well as a webserver to which BVH files could be
submitted to be rendered as video. The visualisation server code
is provided at github.com/TeoNikolov/genea_visualizer/ and the
rendered stimulus videos at doi.org/10.5281/zenodo.6997925.

5.2 Human-likeness evaluation
The human-likeness evaluation closely followed the human-likeness
evaluation in the GENEA Challenge 2020 [32], by presenting multi-
ple motion examples in parallel and asking the subject to provide
a rating for each one. All stimulus videos on the same page (a.k.a.
screen) of the evaluation corresponded to the same speech seg-
ment but different conditions. The advantage of this method, called
HEMVIP (Human Evaluation of Multiple Videos in Parallel) [25],
is that differences in rating between the different conditions can
be analysed using pairwise statistical tests, which helps control
for variation between different subjects and different input speech
segments; see [25]. The videos used in this evaluation had the audio
removed, since it has been found that speech and gesture perception
influence each other [8] and can confound motion evaluations [23].
Code is provided at github.com/jonepatr/hemvip/tree/genea2022/.

Each evaluation page asked participants “How human-like does
the gesture motion appear?” and presented eight video stimuli to
be rated on a scale from 0 (worst) to 100 (best) by adjusting an
individual GUI slider for each video. An example of the evaluation
interface can be seen in Figure 1a. Like in [25, 32], the 100-point
rating scale was anchored by dividing it into successive 20-point
intervals with labels (from best to worst) “Excellent”, “Good”, “Fair”,
“Poor”, and “Bad”, from the Mean Opinion Score ITU standard [22].

After reading the instructions, each subject completed one train-
ing page (to familiarise them with the task) followed by 10 pages
of ratings for the evaluation. Responses given on the training page

were not included in the analysis. The evaluation was balanced in
exactly the same way as in [32]. Condition FNA/UNA was included
on every page to help calibrate evaluators’ ratings and keep them
consistent throughout. Since motion-capture data projected onto a
virtual character may not necessarily look perfectly natural, there
was no requirement to rate the best motion as 100.

5.3 Appropriateness evaluation
The appropriateness evaluation was designed to assess the link be-
tween the motion and the input speech, separate from the intrinsic
human-likeness of the motion. In the previous GENEA Challenge,
appropriateness was evaluated using a HEMVIP-based rating study
very similar to that for human-likeness, except that speech audio
was included in the videos. Test takers were asked to ignore the
motion quality and only rate the appropriateness of the motion for
the speech [32]. Unfortunately, that evaluation was not altogether
successful, since the mismatched condition M – which paired natu-
ral motion segments with unrelated speech segments, intended as
a bottom line – attained the second-highest appropriateness rating,
above all synthetic systems. This suggests a significant dependence
between the human-likeness of a motion segment and its perceived
appropriateness for speech, confounding the evaluation.

For the GENEA Challenge 2022, we decided to evaluate motion
appropriateness for speech in a different way. Our design goal
was to assess appropriateness whilst controlling for the human-
likeness of the motion in an effective way. To do so, we took the
idea of mismatching and used it within every condition: On each
page, subjects were presented with a pair of videos containing
the same speech audio. Both videos contained motion from the
same condition and thus had the same overall motion quality, but
one was matched to the speech audio and the other mismatched,

https://github.com/TeoNikolov/genea_visualizer/
https://doi.org/10.5281/zenodo.6997925
https://github.com/jonepatr/hemvip/tree/genea2022/
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belonging to unrelated speech. Whether the left or the right video
was mismatched was randomised. Subjects were then asked to
“Please indicate which character’s motion best matches the speech,
both in terms of rhythm and intonation and in terms of meaning.” In
response, they could choose the character on the left, on the right, or
indicate that the two were equally well matched (“They are equal”,
also referred to as equal or a tie). We asked for preferences rather
than ratings since there is evidence [55] that this is more efficient
in pairwise comparisons like these. A screenshot of the interface
used for the appropriateness studies is presented in Figure 1b.

The extent to which test-takers prefer the character with the
matched motion reveals how specific the gesture motion is to the
given speech: Random motion will result in a 50–50 split, whereas
conditions whose motion is more specifically appropriate to the
input speech are expected to elicit a higher relative preference for
the matched motion. In this type of evaluation, condition M (the
mismatched condition) from the 2020 challenge will perform at
chance rate, rather than being tied for second highest as in 2020.
This approach to control for motion quality was first piloted in [23].

Concretely, we created the mismatched stimuli by taking the
48 existing speech and motion segments from the evaluation, and
permuted the motion in between them such that nomotion segment
ever remained in its original place. As the 48 different segments did
not all have the same length, a longer or shorter segment of motion
generally had to be excerpted from the motion chunks (original or
generated), so as to match the new speech duration. The starting
point of the motion video was always the same as in the respective
matched stimulus video (i.e., corresponding to the start of a phrase).

After an instruction page and a training page, each subject evalu-
ated 40 pages with one pair of videos each. This means that subjects
watched 80 videos total in each study, the same number of videos
as was evaluated in the human-likeness studies (ignoring the train-
ing pages in all cases). Each study was balanced such that each
speech segment, condition, and order of the two videos appeared
approximately equally many times.

5.4 Test takers and attention checks
It has recently been found that crowdsourced evaluations are not
significantly different from in-lab evaluations in terms of results
and consistency [24]. The challenge therefore adopted an entirely
crowdsourced approach. Test takers (a.k.a. subjects) were recruited
through the crowdsourcing platform Prolific. We used Prolific’s
built-in pre-screening tools to restrict the pool of test-takers in
two ways: i) subjects were required to reside in any of six English-
speaking countries, namely UK, IE, USA, CAN, AUS, and NZ, and
ii) subjects were required to have English as their first language.

We conducted four user studies, two for human-likeness and
two for appropriateness. A subject could take one or more studies,
but could only participate in each study at most once, and could
not use a phone or tablet to take the test.

Each study incorporated four attention checks per person, to
make sure that subjects were paying attention to the task and
remove insincere test-takers. For the human-likeness studies, these
attention checks took the form of a text message “Attention! You
must rate this video NN” superimposed on the video. “NN” would be
a number from 5 to 95, and the subject had to set the corresponding

slider to the requested value, plus or minus 3, to pass that attention
check. For the appropriateness studies, the attention checks either
displayed a brief text message over the gesticulating character,
reading “Attention! Please report this video as broken”, or they
temporarily replaced the audio with a synthetic voice speaking the
same message. Subjects were exposed to two attention checks of
each kind. To pass the attention check, participants had to click a
button marked “Report as broken” seen in Figure 1b, forwarding
them to the next pair of videos in the evaluation. In all studies, the
attention-check messages did not appear until a few seconds into
each attention-check video, so that participants who only would
watch the first seconds would be unlikely to pass the checks.

Subjects who failed two or more attention checks were removed
from the respective study without being paid, since Prolific’s poli-
cies do not allow rejecting a subject on the basis of a single failed
attention check. Right before submitting their results, subjects also
filled in a short questionnaire to gather broad, anonymous demo-
graphic information about the population taking the test.

A design goal of the human-likeness studies was that every com-
bination of two distinct conditions should appear on the pages
approximately equally often, and at least 600 times (not counting
FNA/UNA, which appeared on every page). To meet this goal, we re-
cruited 121 test takers that successfully passed the attention checks
and completed the full-body study, and 150 test takers that success-
fully passed the attention checks and completed the upper-body
study. Of the 121 test takers in the full-body study, 60 identified
as female, 60 as male, and 1 did not want to disclose their gender.
The same numbers for the 150 upper-body test takers were 74, 75,
and 1, respectively. For the full-body test takers, 2 resided in AU, 2
in CAN, 3 in IE, 110 in the UK, and 4 in the USA. The upper-body
study had 1 AU, 4 IE, 134 UK, and 11 USA.

For the appropriateness studies, our design goal was for each
condition to receive as many responses per condition as the number
of ratings that each condition (aside from FNA/UNA) received in the
corresponding human-likeness evaluation. This works out to 880
responses per condition in the full-body studies and 990 responses
per condition in the upper-body studies. Because a subject in these
studies provided half as many responses as in a human-likeness
study (40 vs. 80), the appropriateness studies needed to recruit
approximately twice as many test takers. In the end, 247 test takers
successfully passed the attention checks in the full-body study,
while 304 passed the attention checks in the upper-body study. Of
the 247 subjects in the full-body study, 137 identified as female,
107 as male, and 3 did not want to disclose their gender. The same
numbers for the 304 upper-body test takers were 127, 173, and
4, respectively. For the full-body test takers, 3 resided in AU, 13
in CAN, 10 in IE, 2 in NZ, 211 in the UK, and 8 in the USA. The
upper-body study had 2 AU, 10 CAN, 1 IE, 256 UK, and 35 USA.

Test takers were remunerated 6 GBP for each successfully com-
pleted human-likeness study. Since the median completion time
was 28 minutes each, this corresponds to a median compensation
just above 12 GBP per hour. Similarly, the appropriateness studies
took a median of 24 or 25 minutes to complete, and earned a reward
of 5.5 GBP each, amounting to around 13 GBP per hour. These
compensation levels all exceed the UK national living wage.

Response data from the evaluation and statistical analysis code
is provided at doi.org/10.5281/zenodo.6939888.

https://www.prolific.co/
https://doi.org/10.5281/zenodo.6939888
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Table 2: Summary statistics of responses from all user studies, with 95% confidence intervals. “M.” stands for “matched” and
“Mism.” for “mismatched”. “Percent matched” identifies how often subjects preferred matched over mismatched motion.

(a) Full-body

Median Appropriateness
human- Num. responses Percent matched

ID likeness M. Tie Mism. (splitting ties)

FNA 70 ∈ [69, 71] 590 138 163 74.0 ∈ [70.9, 76.9]
FBT 27.5 ∈ [25, 30] 278 362 250 51.6 ∈ [48.2, 55.0]
FSA 71 ∈ [70, 73] 393 216 269 57.1 ∈ [53.7, 60.4]
FSB 30 ∈ [28, 31] 397 163 330 53.8 ∈ [50.4, 57.1]
FSC 53 ∈ [51, 55] 347 237 295 53.0 ∈ [49.5, 56.3]
FSD 34 ∈ [32, 36] 329 256 302 51.5 ∈ [48.1, 54.9]
FSF 38 ∈ [35, 40] 388 130 359 51.7 ∈ [48.2, 55.1]
FSG 38 ∈ [35, 40] 406 184 319 54.8 ∈ [51.4, 58.1]
FSH 36 ∈ [33, 38] 445 166 262 60.5 ∈ [57.1, 63.8]
FSI 46 ∈ [45, 48] 403 178 312 55.1 ∈ [51.7, 58.4]

(b) Upper-body

Median Appropriateness
human- Num. responses Percent matched

ID likeness M. Tie Mism. (splitting ties)

UNA 63 ∈ [61, 65] 691 107 189 75.4 ∈ [72.5, 78.1]
UBA 33 ∈ [31, 34] 424 264 303 56.1 ∈ [52.9, 59.3]
UBT 36 ∈ [34, 39] 341 367 287 52.7 ∈ [49.5, 55.9]
USJ 53 ∈ [52, 55] 461 164 365 54.8 ∈ [51.6, 58.0]
USK 41 ∈ [40, 44] 454 185 353 55.1 ∈ [51.9, 58.3]
USL 22 ∈ [20, 25] 282 548 159 56.2 ∈ [53.0, 59.4]
USM 41 ∈ [40, 42] 503 175 328 58.7 ∈ [55.5, 61.8]
USN 44 ∈ [41, 45] 443 190 352 54.6 ∈ [51.4, 57.8]
USO 48 ∈ [47, 50] 439 209 335 55.3 ∈ [52.1, 58.5]
USP 29.5 ∈ [28, 31] 440 180 376 53.2 ∈ [50.0, 56.4]
USQ 69 ∈ [68, 70] 504 182 310 59.7 ∈ [56.6, 62.9]

6 RESULTS AND DISCUSSION
6.1 Results of human-likeness studies
Each test taker in the human-likeness studies contributed 76 ratings
to the analyses after removing attention checks, giving a total of
9,196 ratings for the full-body study and 11,400 ratings for the upper-
body study. The results are visualised in Figure 2, with summary
statistics for the ratings of all conditions given in the first half of
Table 2, together with 95% confidence intervals for the true median.
These confidence intervals were computed using order statistics,
leveraging the binomial distribution cdf; see [18].

The distributions are seen to be quite broad. This is common in
evaluations like HEMVIP [25], since the range of the responses not
only reflects differences between conditions, but also extraneous
variation, e.g., between stimuli, in individual preferences, and in
how critical different raters are in their judgments. In contrast, the
plotted confidence intervals are seen to be quite narrow, since the
statistical analysis can mitigate the effects of much of this variation.

To analyse the significance of differences in median rating be-
tween different conditions, we applied two-sided pairwiseWilcoxon
signed-rank tests to all unordered pairs of distinct conditions in
each study. (This is the same methodology as in the GENEA Chal-
lenge 2020 [32].) Unlike Student’s 𝑡-test, which assumes that rating
differences follow a Gaussian distribution, this analysis is valid
also for ordinal response scales, like those we have here. For each
condition pair, only cases where both conditions appeared on the
same page were included in the analysis of significant differences.
Because this analysis is based on pairwise statistical tests, it can
potentially resolve differences between conditions that are smaller
than the width of the confidence intervals for the median in Figure
2, since those confidence intervals are inflated by variation that the
statistical test controls for. The 𝑝-values computed in the signifi-
cance tests were adjusted for multiple comparisons on a per-study
basis using the Holm-Bonferroni method [21].

Our statistical analysis found all but 5 out of 45 condition pairs
to be significantly different in the full-body study and all but 2 out
of 55 condition pairs to be significantly different in the upper-body

study, all at the level 𝛼 = 0.05 after Holm-Bonferroni correction.
The significant differences we identified are visualised in Figure 3.

6.2 Discussion of human-likeness results
Generating convincingly human-like gestures is a difficult problem,
and nearly all conditions rated significantly below natural motion
capture. However, each tier contains an entry which is rated sig-
nificantly above the motion from the motion-capture recordings
in terms of human-likeness. This is a leap forwards from GENEA
2020, and we believe it represents a motion quality not before seen
in large-scale evaluations. That said, we caution that this does not
mean that the motion is completely human-like – indeed, the me-
dian rating is much below 100, which would constitute “completely
human-like” as per our explicit instructions to test takers. What
it does mean is that the motion was perceived as more human-
like (in terms of median) than the motion-capture in the database,
specifically than the motion-capture data used for FNA/UNA in the
subjective evaluation. In making this distinction, it is important to
keep in mind that our human-likeness evaluation is constrained
by several factors: For example, the nominally natural motion is
constrained by our ability to accurately capture and visualise hu-
man motion. Finger motion capture is especially problematic, and
the finger motion could not be chosen so as to look completely
natural in all segments evaluated, potentially degrading the ratings
of FNA/UNA as a result. Moreover, the use of a deliberately neutral
3D avatar lacking potentially distracting human features such as
gaze and lip motion significantly reduces the bandwidth of the
communication channel to the user, which lowers the threshold for
what needs to be achieved in order to match human motion ratings
in the evaluation. In addition, the greater interquartile range of
ratings of UNA compared to FNA could mean that the process of
imposing full-body motion from a walking and talking human onto
an avatar with fixed lower body may not always yield completely
natural results. An artificial system might have its training data
cleaned of problematic instances, so as to prevent it from gener-
ating such motion, giving it an edge over UNA. Future GENEA
Challenges intend to only consider full-body motion.
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Figure 2: Box plots visualising the ratings distribution in the human-likeness studies. Red bars aremedians and yellow diamonds
are means, each with a 0.05 confidence interval and a Gaussian assumption for the means. Box edges are at 25 and 75 percentiles,
while whiskers cover 95% of all ratings for each condition. Conditions are ordered descending by sample median for each tier.
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Figure 3: Significant differences in human-likeness. White means the condition listed on the 𝑦-axis rated significantly above
the condition on the 𝑥-axis, black means the opposite (𝑦 rated below 𝑥), and grey means no statistically significant difference at
level 𝛼 = 0.05 after Holm-Bonferroni correction. Conditions use the same order as the corresponding subfigure in Figure 2.

We found fewer significant differences in the full-body study,
perhaps meaning that full-body motion is more difficult to rate
consistently. For example, it contains more behavioural variation,
as the character now is moving their legs and changing position,
perhaps in response to the conversation partner. Future challenges
intend to include information about both conversation parties in
the evaluation, so that test takers can be interlocutor-aware.

6.3 Results of appropriateness studies
We gathered a total of 8,867 responses for the full-body study and
10,910 responses from the upper-body study that were included in
the analysis. Raw response statistics for all conditions in each of
the two studies are shown in the second half of Table 2, together
with 95% Clopper-Pearson confidence intervals for the fraction of
time that the matched video was preferred over the mismatched,
after dividing ties equally between the two groups (rounding up in
case of non-integer counts). The quoted confidence intervals were
rounded outward to ensure sufficient coverage.

The response distributions in the two studies are further visu-
alised through bar plots in Figure 4, while Figure 5 visualises the
results of the entire challenge in a single coordinate system per
tier. Overall, the distribution of the three different responses across
the different conditions is consistent with the mismatching study
reported in [23]. No system has a relative preference for matched
motion below 50%, which is the theoretical bottom line, attained
by a system whose motion has no relation to the speech. (Here and
forthwith, we only consider the relative preference in the sample
after dividing ties equally.) The greatest relative preference, a 75%
preference for matched motion, is observed for natural motion cap-
ture, i.e., FNA/UNA. This should be considered a good result, since
previous studies that have incorporated mismatched stimuli, e.g.,
[23, 32], have found that they sometimes are difficult for partici-
pants to distinguish from matched ones, especially if they – like
here – both correspond to segments where the character is speaking.
Furthermore, both matched and mismatched motion stimuli have
their starting points aligned to the start of a phrase in the speech,
meaning that the motion in the stimulus videos might initially be
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Figure 4: Bar plots visualising the response distribution in the appropriateness studies. The blue bar (bottom) represents
responses where subjects preferred the matched motion, the light grey bar (middle) represents tied (“They are equal”) responses,
and the red bar (top) represents responses preferring mismatched motion, with the height of each bar being proportional to
the fraction of responses in each category. The black horizontal lines bisecting the light grey bars represent the proportion
of matched responses after splitting ties, each with a 0.05 confidence interval. The dotted black line indicates chance-level
performance. Conditions are ordered by descending preference for matched motion after splitting ties.
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Figure 5: Joint visualisation of the evaluation results for each tier. Box widths show 95% confidence intervals for the median
human-likeness rating and box heights show 95% confidence intervals for the preference for matched motion in percent,
indicating appropriateness.

more similar to each other than if the mismatched motion had been
excerpted completely at random and not aligned to the start of
phrase boundaries.

Unlike the human-likeness studies, the responses in the appro-
priateness studies are restricted to three categories and do not
necessarily come in pairs for statistical testing in the same way
as for the parallel sliders in HEMVIP. A different method for iden-
tifying significant differences therefore needs to be adopted. We
used Barnard’s test [3] to identify statistically significant differ-
ences at the level 𝛼 = 0.05 between all pairs of distinct conditions,
applying the Holm-Bonferroni method [21] to correct for multiple
comparisons as before. This analysis found 13 of 45 condition pairs
to be significantly different in the full-body study and 10 out of
55 condition pairs to be significantly different in the upper-body
study. Specifically, FNA/UNA were significantly more appropriate

for the specific speech signal compared to all other, synthetic con-
ditions. In addition, FSH was significantly more appropriate than
FBT, FSC, FSD, and FSF in the full-body study. No other differences
were statistically significant in either study.

Instead of comparing the appropriateness of different synthesis
approaches against one another, one can compare against a random
baseline (50/50 performance), and test if the observed effect size is
statistically significantly different from zero. We can assess this at
the 0.05 level by checking whether or not the confidence interval
on the effect size overlaps with chance performance. From this
perspective, FSA, FSB, FSG, FSH, FSI are significantly more appro-
priate than chance in the full-body study, and all systems except
UBT are more appropriate than chance in the upper-body study.
Unlike other significance tests in this text, these do not include a
correction for multiple comparisons.
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6.4 Discussion of appropriateness results
We find the results of the appropriateness evaluation thought-
provoking, and revealing about the state of the field. It is clear
that generating meaningful and appropriate gestures is still far
from being a solved problem.

We see fewer statistical differences compared to the appropri-
ateness study in GENEA 2020, which asked participants to rate the
appropriateness of the stimuli on an absolute scale using HEMVIP
[32]. However, that study was strongly biased towards conditions
with high human-likeness, as discussed in Section 5.3. In effect, we
have traded the high-resolution, high-bias method from GENEA
2020 for a reduced-resolution, low-bias method. We think this is a
step forward, since most prior evaluations of gesture appropriate-
ness for speech have been highly confounded by motion quality,
whereas our new methodology is not. The fact that some synthetic
conditions that distinguished themselves the most in terms of ap-
propriateness, namely FSH and USM, exhibited middle-of-the-pack
human-likeness, highlights success in disentangling motion appro-
priateness from motion quality.

7 CONCLUSIONS AND IMPLICATIONS
We have hosted the GENEA Challenge 2022, to directly compare
many different gesture-generation methods and assess the state of
the art in data-driven co-speech gesture generation. Our evaluation
results show that, with the right method, synthetic motion can
attain a human-likeness equal or better than the underlying motion-
capture data. This is a big step forwards compared to the 2020
challenge. However, using a new evaluation paradigm, we find that
synthetic gestures are much less appropriate for the speech than
human gestures, also when controlling for differences in human-
likeness.

We believe the challenge adds value to the research community
in many ways. A lot can doubtlessly be learnt from the system-
description papers by the participating teams. The materials we
release from the challenge (e.g., time-aligned splits of audio, text,
and gesture data; visualisation; code; and evaluation stimuli and
responses) can have broad use for future benchmarking and re-
search in gesture generation, similar to what happened after the
2020 challenge. In particular, the new methodology we demonstrate
for assessing motion appropriateness for speech is much more ac-
curate at controlling for the effect of motion quality and does not
involve subjects making any direct comparisons between videos
generated by different conditions. We believe this may enable direct
comparison between different studies on the same data, without
having to include the various other synthetic baseline conditions
in the new user study.

Based on the fact that one condition in each tier managed to
achieve excellent human-likeness, we expect that, in the medium-
term future, gesture-generation systems should be able to advance
to more consistently match motion capture in terms of human-
likeness. This is similar to recent developments in verbal behaviour
generation, where neural language models [9] and speech synthe-
sisers [37, 48] trained on large datasets are approaching the text
and speech produced by humans in terms of surface quality (but
not necessarily appropriateness). As that evolution runs its course,
we believe that research into appropriate rather than human-like

motion is poised to become the new frontier in gesture generation.
There is already evidence that existing deep-learning methods in
principle can predict even the hard case of semantically motivated,
communicative gestures from speech [33, 34].

We think that future challenges should study more difficult sce-
narios that are farther from being solved, for example full-body
motion in dyadic interaction. That can also provide interesting
opportunities for exploring other types of appropriateness, e.g.,
with respect to the interlocutor stance and behaviour, as studied
in [23]. In general, challenges like the one described here can play
an important part in identifying key factors for generating con-
vincing co-speech gestures in practice, and help drive and validate
future progress toward the goal of endowing embodied agents with
natural and appropriate gesture motion.
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